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3. Executive Summary
Computing hardware enables rapid information processing via sequential 

execution, but clock speeds have stalled. Future performance gains come almost 

solely from running sets of instructions concurrently, precipitating fundamental 

changes for all computer components, making co-design (collaborative, 

simultaneous development of all system components) essential. 

Miniapps have emerged as central components of co-design. Sandia’s Mantevo 

Suite 1.0 is an integrated collection of small software programs (miniapps) whose 

performance characteristics model full-scale applications, yet require only a 

fraction of the lines of code, making miniapps easier to study, design, and rewrite. 

The Mantevo project pioneered the miniapp concept, and the Mantevo Suite 1.0 

is the first integrated collection of full-featured miniapps. Miniapps are essential 

tools to explore complex design spaces because they are exceptional performance 

predictors of full applications and allow earlier, informed design decisions. Major 

companies (e.g., Intel, IBM, NVIDIA, AMD, Cray), universities and laboratories use 

miniapps as essential tools.

4. Introduction Date
December 13, 2012: Mantevo Suite 1.0 Release Announcement to Mantevo users 

and developers.

Figure 2. �Mantevo Suite 1.0 Release Announcement to Mantevo users and developers:  
December 13, 2012.

Miniapps are 
essential to the 

computer system 
co-design process.
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5. Previous R&D 100 Entry

This product has not been entered previously in the R&D 100 awards competition.

6. Product Price

The Mantevo Suite 1.0 is freely available as open source software at mantevo.org.

7. Patents 

None.

8. Product Description
A. What Does the Mantevo Suite Do?

Application performance is determined by a combination of many choices: 

hardware platform, runtime environment, languages and compilers used, 

algorithm choice and implementation, and more. In this complicated 

environment, we find that the use of miniapps (small self-contained proxies for 

real applications) is an excellent approach for rapidly exploring the parameter 

space of all these choices. Furthermore, use of miniapps enriches the interaction 

between application, library, and computer system developers by providing 

explicit functioning software and concrete performance results that lead to 

detailed, focused discussions of design trade-offs, algorithm choices, and runtime 

performance issues. 

Production-quality science and engineering applications are typically large, 

complicated and full-featured software products. As a result, they tend to be 

challenging to port to new computer platforms and require a well-trained user 

to do so. Although benchmarking of these applications on new platforms is 

essential as part of the design and implementation of a new computer system, 

the scope of this benchmarking is necessarily limited by the complexity of the 

software product, not to mention its demand for a full scope of system features 

that are only available after a new computer system reaches its near-production 

capabilities.

Characteristics that impact performance should be understood as early as possible 

in the analysis and design of new computers. Furthermore, it is often the case 

that there are multiple ways to design and implement the algorithms used 
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in an application, and the choice can have a dramatic impact on application 

performance.

To address these needs, our recent work in application performance analysis 

takes advantage of two important properties of many applications. (i) Although 

an application may have one million or more source lines of code, performance is 

often dominated by a very small subset of lines. (ii) For the remaining code, these 

applications often contain many physics models that are mathematically distinct 

but have very similar performance characteristics.

To exploit the properties listed above, we have developed a growing collection 

of miniapps. Miniapps take advantage of the above two application properties 

by encapsulating only the most important computational operations, and 

consolidating physics capabilities that have the same performance profiles. The 

large-scale application developer, who is tasked with developing the miniapp, 

guides the decisions, resulting in a code that is a small fraction of the original 

application size, yet still captures the primary performance behavior.

Mantevo focuses on developing tools to accelerate and improve the design of high 

performance computers and applications by providing application and library 

proxies to the high performance computing community.

B. Principal Applications of Mantevo Suite 

The Role of  Miniapps. 

Mantevo miniapps facilitate rapid and effective design decisions for the 

development of new high-performance computer systems by giving computer 

system developers — from those developing new memory systems, processor 

architectures, operating and runtime systems, languages, compilers, and the 

applications themselves — a concrete, executable performance proxy for a full 

application. 

Performance proxies for full applications have been around for decades. 

Benchmarks and kernels in particular have received much attention. Miniapps are 

unlike previous efforts in that the explicit intent is to support co-design. Miniapps 

balance fidelity to the full application against ease-of-use, and balance providing 

a concrete description of how to perform computations against the flexibility to 

redesign and rewrite the software.

Although an 
application may 
have one million 

or more source 
lines of  code, 

performance is 
often dominated 

by a very small 
subset of  lines.
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C. How Mantevo Suite Benefits the Market It Serves

Why we develop miniapps. 

Not all applications require miniapps – some are small and accessible in their 

own right – but others are simply too large and complex to work with directly in 

early design studies. For example, Charon, a production multi-physics code, has 

more than 400,000 lines of code and 40 third-party library (TPL) dependencies, 

works only with message passing parallelism (MPI) and double-precision data, 

requires significant experience to build, and is export controlled. In contrast, 

MiniFE, a miniapp performance proxy for Charon, has 6,500 lines of code, does 

not have any required TPL dependencies, and works with MPI and many other 

parallel environments, including Pthreads, OpenMP, Threading Building Block 

(TBB), and CUDA. It supports multiple precisions and is open source and trivial to 

build. MiniFE has been used in dozens of performance design studies, informing 

numerous decisions.

D. Other Applications of Mantevo Suite

Uses for miniapps. 

Miniapps provide a category of tools that help in the following situations:

- �Interaction with external research communities: Miniapps are open source 

software, in contrast to many restricted access production applications.

- �Simulators: Miniapps are the right size for use in simulated environments, 

supporting the study of processor, memory, and network architectures.

- �Early node architecture studies: Scalable system performance is strongly 

influenced by the processor node architecture. Processor nodes are often 

available many months before the complete system. Miniapps enable an 

opportunity to study node performance very early in the design process.

- �Network scaling studies: Miniapps are easily configured to run on any number 

of processors, providing a simple tool to test network scalability. Although 

not a replacement for production applications, miniapps can provide early 

insight into scaling issues.

- �New language and programming models: Miniapps can be refactored or 

completely rewritten in new languages and programming models. Such 

working examples are a critical resource in determining if and how to rewrite 

production applications.

- �Compiler tuning: Miniapps provide a focused environment for compiler 

developers to improve compiled code.

Miniapps are designed to be useful tools throughout the co-design space and have 
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gained popularity among many of the Department of Energy (DOE) Advanced 

Scientific Computing Research and National Nuclear Safety Administration co-

design centers. Unlike a benchmark, the output of a miniapp is information, 

which must be interpreted within an often-subjective context. Unlike a 

simplified model application, which is designed to capture physics behavior, 

miniapps are designed to capture some key performance issue in the full 

application. Unlike a skeleton application, which is designed for focusing on 

interprocess communication perhaps involving a “fake” computation, miniapps 

create a meaningful context in which to explore the key performance issues. 

Ideally miniapps are developed and owned by application code teams, with 

the assistance of other experts. Miniapps can be modified or even completely 

rewritten. Averaging 5,000 source lines of code, miniapps enable unconstrained 

modification. 

9. Technology Description

A. How the Mantevo Suite Works

Working with Mantevo miniapps. 

Mantevo miniapps are freely available software products, accessible from 

mantevo.org as C++, C, and Fortran source code, along with descriptions of 

capabilities and instructions for compiling and running relevant test cases. The 

base implementations include support for:

- �Sequential execution

- �Shared memory execution using OpenMP

- �Distributed memory execution using MPI

In the hands of users, they are compiled for the target system or simulator 

environment and then executed over a range of problem sizes and configurations. 

In most cases, users will also modify the source code to better match the target 

platform (e.g., port to CUDA for GPUs [graphics processing unit]) and study the 

impact of those changes. 

The results of these experiments are used to help system designers (e.g., should 

we increase register state on the next generation of GPUs?), application developers 

(e.g., are GPUs a good platform?), programming model developers (e.g., how can 

we make it easier to rewrite Charon for GPUs?) and users (e.g., how fast will Charon 

be in the future?).

Miniapps can 
be modified or 

even completely 
rewritten. 
Averaging 

5,000 source 
lines of  code, 

miniapps enable 
unconstrained 
modification.
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B. What scientific theories are involved for Mantevo Suite?

Miniapps are small but predictive. 

The fundamental principle underpinning miniapps is that performance profiles 

of applications can be described in terms of computational and data movement 

patterns. Although an application may have many modeling capabilities, these 

underlying patterns are repeated many times. For example, Charon uses the finite 

element method on hexahedral meshes to compute approximations to many 

physics models. In contrast, MiniFE computes very simple physics (heat diffusion) 

on synthetic hexahedral meshes, but the computational and data movement 

patterns are very similar. Charon uses a variety of preconditioned iterative solvers 

to solve the subsequent global finite element problem. MiniFE solves a simple 

problem using simple conjugate gradients, which have most of the patterns 

present in Charon’s solvers.

Because MiniFE contains most of the same patterns as Charon, its performance 

behavior is very similar to Charon. Furthermore, transformations that change 

how MiniFE behaves will also be applicable to Charon, or any similar application. 

Extensive validation exercises show the strong correlation.

C. Building Blocks of Your Technology? 

Mantevo common look and feel policies. 

All miniapps share some common requirements despite modeling very different 

types of problems. Processes and tools for building, running, and collecting data 

can be leveraged across all miniapps. The Mantevo common look and feel policy 

supports effective use of an ever-growing collection of miniapps. All Mantevo 

miniapps share these features:

- �Four basic builds. We also distribute any derived version (e.g., the CUDA 

version of MiniFE). All miniapps use a simple configuration and build 

system, which is essential when working in prototype environments and with 

simulators.

- �Common I/O format. Mantevo provides utility functions to read and write 

YAML format. YAML is a de facto standard, human-readable text format that 

supports XML conversion. By using YAML, we can record Mantevo output 

directly into databases for later analysis. Each execution of a Mantevo 

miniapp generates a time-stamped output file.

- �Co-Pylot post-processing tools. Performance studies with Mantevo can 

generate too much data to analyze by hand. The Mantevo tool Co-Pylot 

accepts Mantevo YAML output files and stores each as a record in a MySQL 
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database. Co-Pylot also displays results as graphs and charts.

- �YAML email reflector. Because YAML is text output, it can be sent by email. We 

have email lists that accept embedded YAML output for use with Co-Pylot.

New miniapps leverage the common tools that Mantevo provides, reducing 

development time and improving usability.

Current miniapps. 

Mantevo Suite Release 1.0 contains the miniapps listed below. Some of these 

miniapps have been available individually before, but this suite release is the first 

official release and includes the common look and feel features.

• �CloverLeaf: Solves the compressible Euler equations on a Cartesian grid, using 

an explicit, second-order accurate method.

• �CoMD: A simple proxy for the computations in a typical molecular dynamics 

application. The reference implementation mimics that of SPaSM. In 

addition, we provide an OpenCL implementation, which allows testing on 

multicore and GPU architectures, with both array-of-structures and structure-

of-arrays data layouts. 

• �MiniFE: A proxy application for unstructured implicit finite element codes. 

It is similar to HPCCG but provides a much more complete vertical covering 

of the steps in this class of applications. MiniFE also provides support for 

computation on multicore nodes, including Pthreads and Intel’s TBB for 

homogeneous multicore and CUDA for GPUs.

• �HPCCG: Intended to be the “best approximation to an unstructured implicit 

finite element or finite volume application in 800 lines or fewer.”

• �MiniMD: A simple proxy for the force computations in a typical molecular 

dynamics application. The algorithms and implementation used closely 

mimics these same operations as performed in LAMMPS.

• �MiniGhost: A finite difference proxy application that implements a difference 

stencil across a homogenous three-dimensional domain.

• �MiniXyce: A portable proxy of some of the key capabilities in the electrical 

modeling Xyce.
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10. Product Comparison

A & B. Comparison Matrix

Full Application Challenge Problem Benchmark Mantevo Miniapp
Size and Complexity Large (up to millions of 

lines of code). Composed 
of multiple languages. 
Dependent on third-
party components. 
Relies on proprietary 
data. Sometimes export 
controlled.

Much smaller than full 
application, but can still 
be large. Typically self-
contained. Some export 
controlled.

Usually smaller than 
miniapp. Easy to build.

Smaller than challenge 
problem. Self-contained. 
Common look and feel 
across all.

Scientific Fidelity Full. Attempts to solve a 
simplified but still 
realistic problem. Leads 
to unnecessary work 
when only interested in 
performance modeling.

Very little. Focus is on a 
static collection of kernels.

Can solve a simplified 
problem with synthetic 
data, but mostly concerned 
about minimizing code 
size while retaining 
necessary computational 
and data movement 
patterns.

Performance Modeling 
Fidelity

Full. Fairly good, but for 
simplified problem. 
Fidelity should hold under 
transformations.

Focused on performance 
of current computational 
approach. Transformations 
are generally not 
permitted.

Fairly good. Extensive 
validation studies show 
modeling strengths and 
weaknesses, including 
understanding of effect of 
transformations.

Ease of Refactoring Very difficult. Successful 
deployment to next 
generation systems can 
be a multi-year effort. 
Without some prototyping, 
likelihood of success is low.

Much easier than full 
application, but adhering 
to a realistic problem 
means there are many 
repeated computational 
patterns that must be 
redundantly refactored.

Generally not permitted or 
only within a very narrow 
scope.

Much easier than 
challenge problem. Only 
the essential patterns are 
present, so refactoring is as 
efficient as possible.

Ease of Generating and 
Analyzing Performance 
Results

Possible, but only with 
current application 
implementation. No ability 
to try new approaches 
on new systems or with 
new programming 
environments.

Fairly easy to generate 
results, but no uniform 
output format that makes 
analysis easy.

Very easy to generate 
and collect across many 
systems. Data typically 
collected on common 
website. Easily analyzed.

Very easy to generate. 
Generally collected 
across many systems and 
thoroughly analyzed. 
Use of YAML, XML, and 
interoperability with 
post-processing tools (e.g., 
Co-Pylot, spreadsheets), 
makes analysis easy.

Availability Sometimes very limited 
or export controlled. 
Sometimes costly to 
purchase.

More accessible, but 
also sometimes export 
controlled.

Downloadable. In some 
cases a license fee of $250-
$800.

Free download. Open 
source under the GNU 
LGPL license.

1  DARPA UHPC, Challenge Problem Hydrodynamics: LULESH, Version 1.0.1
2  �Innovative Computing Laboratory, University of  Tennessee, HPC Challenge Benchmark, Version 1.4.2 AND 

NASA Advanced Supercomputing Division, NAS Parallel Benchmarks, Version 3.3
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C. Describe how your product improves upon competitive products or 

technologies.

Mantevo miniapps provide the right balance of size, complexity, fidelity, ease of 

refactoring, generating and analysis of results, and availability for enabling the 

design of next generation computing environments. In this time of rapid change in 

computing, Mantevo miniapps are an essential element of the co-design process.

• �Ease of  refactoring. Miniapps are designed and intended to be refactored. 

This is perhaps the most important feature of miniapps. The success of 

future high-end computing requires the redesign of all components, 

including the applications themselves.

• �Size and complexity. Miniapps are the smallest possible performance proxies 

for full applications that still contain the most important performance-

impacting features.

• �Fidelity. Miniapp designs recognize that fidelity to computing the full 

application problem is not necessary for accurate performance modeling. 

On the contrary, fidelity leads to extra work when refactoring source code for 

new systems.

• �Generating and analyzing performance results. Miniapps are designed for easy 

generation of both human- and machine-readable results. Use of YAML and 

XML formats enable the use of almost any post-processing tools, including 

Sandia’s Co-Pylot tools (which permit sending of miniapp results to an email 

address for automatic insertion into a database) and standard spreadsheets 

and databases.

• �Availability. Miniapps are free, open source downloads from the mantevo.org 

website.

D. Limitations of your product. 

Miniapps have been controversial in the high-performance computing community. 

However, now that they have been successfully used in many settings, much of the 

criticism has subsided. Common concerns have been:

• �Miniapps are too simple to accurately represent real applications. We get this 

comment from application developers who do not appreciate how frequently 

the same computational pattern appears in their full applications.

• �Miniapps are too specific. This comment comes from people who think 

fundamentally new mathematical formulations are required. It is true that 

we assume a particular mathematical formulation. However, miniapps 

encode basic approaches for differential equations, particle physics, circuit 

simulation, and more. Although new mathematics may be required in some 

Mantevo miniapps 
provide the right 
balance of size, 

complexity, fidelity, 
ease of refactoring, 

generating and 
analysis of  results, 

and availability for 
enabling the design 
of next generation 

computing 
environments.
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application areas, the basic mathematical formulations encoded in Mantevo 

miniapps will continue to have importance for many years. Miniapps are 

intended to be refactored, allowing us to explore many new algorithms very 

quickly.

• �Miniapps are unnecessary overhead; I can work directly with my full 

application. This criticism is true for some simpler applications that are fairly 

small and modular. In these settings, the full application can be refactored 

rather quickly and a miniapp is not necessary. However, in many application 

areas, the size and complexity of the full application requires one or more 

miniapps in order to explore future design choices.

11. Summary

The Mantevo project pioneered the miniapp collaboration model. Although many 

performance proxies have been available before, miniapps provide the right mix 

of ingredients to do rapid exploration of the design space for new supercomputers 

and applications. The release of the Mantevo Suite 1.0 provides access to a specific 

set of performance proxies that can be confidently used to guide design decisions 

by everyone involved in the development of the next generation of computing 

capabilities.

The entire computing community is facing a fundamental change in how to 

efficiently use new systems. Faster clock speeds have been the primary source 

for ever-increasing performance for decades. Clock speeds have stalled, but new, 

more challenging, opportunities are available via concurrency to once again enjoy 

regular performance improvements. 

Supercomputing – the ability to perform 1015 (one million-billion) operations per 

second – allows us to do amazing things, and its importance cannot be overstated. 

From safer automobiles to enhanced oil recovery, new materials, better weather 

and climate forecasts, and breakthrough science results, supercomputing plays 

a unique role. However, because of stalled clock speeds, the next generation of 

supercomputers will be markedly different from the past. The new source for 

improved performance comes from high levels of concurrency using very different 

processor designs. This fundamental change in processor architecture requires 

changes to every other aspect of supercomputing. 

Because supercomputers comprise an increasing number of components, the 
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possibility of a component failing is dramatically rising. This also poses a daunting 

challenge for the next generation of supercomputers. How can applications 

remain resilient in the presence of intermittent failure?

With the number of components increasing and all components of 

supercomputing changing, co-design (the process of developing all components of 

the system simultaneously) becomes very important. No one can assume previous 

approaches will still be valid. In this era of co-design, miniapps have emerged as a 

central component for collaborative development.

12. Affirmation 

By submitting this entry to R&D Magazine I affirm that all information submitted 

as a part of, or supplemental to, this entry is a fair and accurate representation of 

this product. I affirm that I have read the instructions and entry notes and agree 

to the rules specified in those sections. 

Michael A. Heroux

For associated video,

CLICK HERE
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Appendix B: Marketing & Media Information

1. Marketing

Point of  Contact for exhibits, banquet and publicity

Carol Adkins 

Director, Research & Development, Science & Engineering

Sandia National Laboratories

P.O. Box 5800

Albuquerque, New Mexico 87185-0887

505-845-9119

Fax: 505-844-1583

cladkin@sandia.gov

2. Media

Point of  Contact for media and editorial inquires

Carol Adkins 

Director, Research & Development, Science & Engineering

Sandia National Laboratories

P.O. Box 5800

Albuquerque, New Mexico 87185-0887

505-845-9119

Fax: 505-844-1583

cladkin@sandia.gov
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Appendix C: Letters of Support
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Appendix C: Letters of Support (cont.)
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Appendix C: Letters of Support (cont.)
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Appendix C: Letters of Support (cont.)
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Appendix C: Letters of Support (cont.)
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Appendix C: Letters of Support (cont.)
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Appendix C: Letters of Support (cont.)
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Appendix D: Publications

sc11.supercomputing.org/

SC11 is the International Conference for High Performance Computing, 

Networking, Storage and Analysis. This poster won the Best Poster prize.
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Appendix D: Publications (cont.)

sc11.supercomputing.org/

Poster-2nd page.
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)
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Appendix D: Publications (cont.)

• �Application Explorations for Future Interconnects, R.F. Barrett, C.T. Vaughan, 

S.D. Hammond, and D. Roweth. In Workshop on Large Scale Parallel Processing, 

at the IEEE International Parallel & Distributed Processing Symposium (IPDPS) 

Meeting, 2013.

• �Assessing the Validity of  the Role of  Mini- Applications in Predicting Key 

Performance Characteristics of  Scientific and Engineering Applications, R.F. 

Barrett, P.S. Crozier, S.D. Hammond, M.A. Heroux, P.T. Lin, T.G. Trucano, and C.T. 

Vaughan. In preparation. 

• �A Case for Dual Stack Virtualization: Consolidating HPC and Commodity 

Applications in the Cloud, Brian Kocoloski, Jiannan Ouyang, and John Lange. In 

Proceedings of the Third ACM Symposium on Cloud Com- puting, SoCC ’12, New 

York, NY, USA, 2012. ACM. 

• �Charm++ for productivity and performance, L. Kale et al., 2011.

• �Communication optimization beyond mpi, Andrew Friedley and Andrew 

Lumsdaine. In Proceedings of the 2011 IEEE International Symposium on 

Parallel and Distributed Processing Workshops and PhD Forum, IPDPSW ’11. IEEE 

Computer Society, 2011.

• �Emerging High Performance Computing Systems and Next Generation Engineering 

Analysis Applications, J.A. Ang, R.F. Barrett, S.D. Hammond, and A.F. Rodrigues. 

In Pacific Rim Workshop on Innovations in Civil Infrastructure Engineering. 

National Taiwan University of Science and Technology, 2013. SAND 2013-0054P.

• �Exascale Computing and the Role of  Co-design. In High Performance Computing: 

From Grids and Clouds to Exascale, chapter. J. Ang et al. IOS Press Inc, 2011.

• �Exascale Design Space Exploration and Co-design. R.F. Barrett, D.W. Doerfler, S.S. 

Dosanjh, S.D. Hammond, K.S. Hemmert, M.A. Heroux, P.T. Lin, J.P. Lutjiens, K.T. 

Pedretti, A.F. Rodrigues, and T.G. Trucano. Under review, 2012. 

• �Exascale Work-load Characterization and Architecture Implications, P. 

Balaprakash, D. Buntinas, A. Chan, A. Guha, R. Gupta, S. H. K. Narayanan, A. 

A. Chien, P. Hovland, and B. Norris. Technical Report ANL/MCS-P3013-0712, 

Argonne National Laboratory, July 2012.

• �Exploring latency-power tradeoffs in deep non-volatile memory hierarchies, 

Doe Hyun Yoon, Tobin Gonzalez, Parthasarathy Ranganathan, and Robert S. 

Schreiber. In Proceedings of the 9th conference on Computing Frontiers, CF ’12, 

pages 95–102, New York, NY, USA, 2012. ACM.
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Appendix D: Publications (cont.)

• �GPU Acceleration of  Data Assembly in Finite Element Methods and Its Energy 

implications, L.Tang, X.Sharon Hu, Danny Z. Chen, M. Niemier, R.F. Barrett, S.D. 

Hammond, and G. Hsieh. 2013.

• �Improving Performance via Mini-applications. M.A. Heroux et al. Technical 

Report SAND2009-5574, Sandia National Laboratories, September 2009.

• �Mantevo views: A flexible system for gathering and analyzing data for the 

mantevo project, Cameron Christesen. College of St. Benedict/St. John’s 

University Senior Honors Thesis, 2007. Undergraduate Thesis.

• �Micro-applications for communication data access patterns and mpi datatypes, 

Timo Schneider, Robert Gerstenberger, and Torsten Hoefler. In Proceedings of 

EuroMPI, Lecture Notes in Computer Science, volume 7490. Springer, 2012.

• �MiniGhost: A Miniapp for Exploring Boundary Exchange Strategies Using Stencil 

Computations in Scientific Parallel Computing, R.F. Barrett, C.T. Vaughan, 

and M.A. Heroux. Technical Report SAND2011- 5294832, Sandia National 

Laboratories, May 2011.

• �Navigating An Evolutionary Fast Path to Exascale, R.F. Barrett, S.D. Hammond, 

C.T. Vaughan, D.W. Doerfler, M.A. Heroux, J.P. Luitjens, and D. Roweth. In 

Performance Modeling, Benchmarking and Simulation of High Performance 

Computer Systems (PMBS12), 2012. Extended version: Technical Report SAND 

2012-4667, Sandia National Laboratories, 2012. http://www.sandia.gov/~rfbarre/

pubs_list.html.

• �On the viability of  checkpoint compression for extreme scale fault tolerance, 

Dewan Ibtesham, Dorian Arnold, Kurt B. Ferreira, and Patrick G. Bridges. In 

Proceedings of the 2011 international conference on Parallel Processing - 

Volume 2, Euro-Par’11. Springer-Verlag, 2012.

• �A Performance Model with a Fixed Point for a Molecular Dynamics Kernel, 

Robert W. Numrich and Michael A. Heroux. . Computer Science - Research and 

Development, 23(3-4), June 2009.

• �Report of  Experiments and Evidence for ASC L2 Milestone 4467 - Demonstration 

of  a Legacy Application’s Path to Exascale, B.W. Barrett et al. Technical Report 

SAND2012-1750, Sandia National Laboratories, 2012.
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Appendix D: Publications (cont.)

• �Summary of  Work for ASC L2 Mile- stone 4465: Characterize the Role of  the Mini-

Application in Predicting Key Performance Characteristics of  Real Applications, 

R.F. Barrett, P.S. Crozier, S.D. Hammond, M.A. Heroux, P.T. Lin, T.G. Trucano, and 

C.T. Vaughan. Technical Report SAND2012-4667, Sandia National Laboratories, 

2012. 

• �Task Mapping for Noncontiguous Allocations, S.P. Feer, Z.D. Rhodes, N.W. Price, 

D.P. Bunde, and V.J. Leung. Technical report, 2013. SAND 2011-7334C, Submitted.

• �Toward codesign in high performance computing systems, R.F. Barrett, X. S. 

Hu, S.S. Dosanjh, S. Parker, M.A. Heroux, and J. Shalf. In Proceedings of the 

International Conference on Computer- Aided Design, ICCAD ’12, New York, NY, 

USA, 2012. ACM.

• �Towards Performance Predictive Application-dependent Workload 

Characterization, Waleed Alkohlani and Jeanine Cook, In Performance Modeling, 

Benchmarking and Simulation of High Performance Computer Systems (PMBS12), 

2012.

• �Using the Cray Gemini Performance Counters, K.T. Pedretti, C.T.Vaughan, 

K.S.Hemmert, and R.F. Barrett. In Proc. 55th Cray User Group Meeting, 2013. 
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